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Abstract Despite the great amount of work done in the last decade, retrieving
information of interest from a large multimedia repository still remains an open issue.
In this paper, we propose an intelligent browsing system based on a novel recommen-
dation paradigm. Our approach combines usage patters with low-level features and
semantic descriptors in order to predict users’ behavior and provide effective recom-
mendations. The proposed paradigm is very general and can be applied to any type of
multimedia data. In order to make the recommender system even more flexible, we
introduce the concept of multichannel browser, i.e. a browser that allows concurrent
browsing of multiple media channels. We implemented a prototype of the proposed
system and tested the effectiveness of our approach in a virtual museum scenario.
Experimental results have proved that the system greatly enhances users’ experience,
thus encouraging further research in this direction.
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1 Introduction

Due to the enormous progress in consumer electronics and the widespread availabil-
ity of internet access, today’s society is able to produce and share digital data—text,
audio, images, and video—at an unprecedented rate. In order to facilitate brows-
ing of large multimedia repositories, a number of algorithms and tools are being
proposed. Such tools, usually referred to as “Recommender Systems”, collect and
analyze usage data in order to determine users’ interests and preferences, and thus
provide them with useful recommendations. It is the author’s opinion that the prob-
lem can be effectively addressed by considering both the users’ browsing behavior
and the specific features of the multimedia objects that users explicitly access during
a browsing session. Experimental results reported in this paper have confirmed this
intuition.

Although a huge amount of work has been done in the field of content based mul-
timedia retrieval, no significant effort has been devoted to the problem of intelligent
browsing of multimedia collections. In [13], the authors provide a comprehensive
survey of state of the art in Multimedia Information Retrieval and identify the major
research challenges for the future, namely: (1) semantic search with emphasis on the
detection of concepts in media with complex backgrounds; (2) multimodal analysis
and retrieval algorithms especially to exploit the synergy between the various media,
including text and context information; (3) experiential multimedia exploration
systems to allow users to gain insight and explore media collections; (4) interactive
search, emergent semantics, or relevance feedback systems; and (5) evaluation with
emphasis on representative test sets and usage patterns.

Our work is a first important step towards addressing these challenges. In this pa-
per we present an intelligent browsing system based on a recommendation paradigm
that takes into account both a user’s browsing behavior and low-level and semantic
multimedia descriptors. A combined analysis of all these aspects enables the system
to generate recommendations based on the expected preferences of each user.

Browsing systems have received significant attention especially in the video realm,
and methods have been developed for presenting video content by hierarchical video
shot clustering [25], and video storyboards [24]. Traditional browsing systems allow
a user to rapidly browse through a multimedia sequence, navigate from one segment
to another, and then either get a quick overview of multimedia content or zoom to
different levels of detail to locate segments of interest. However, these techniques
fail either in detecting semantically related units for browsing or in integrating
efficient multimedia retrieval. Other approaches [26] have tried to overcome these
limitations, but they failed to integrate multimodal analysis and retrieval, and focused
on a single media type.

Users of a multimedia browsing and retrieval system should be able to navigate a
repository of multimedia objects in a semantics-driven fashion, rather than by media
type. For instance, a user watching a documentary on Shakespear might also be
interested in reading one of his poems, therefore an effective multimedia browsing
system should be designed to provide recommendations across media types.

In this paper, we address this issue by introducing the concept of multichannel
browser, i.e., a browser that allows a user to browse multiple media channels concur-
rently. The recommender can then offer suggestions for each channel based on past
users’ behavior and features of objects displayed on all channels. We leverage the
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work proposed in [2] and generalize the approach to handle multiple media types in
a uniform way. Our work significantly differs from previous works, as it combines us-
age patterns, low-level object features and semantic descriptors in a novel approach
to recommendation. In addiction, our system does not rely on explicit login—which
typically discourages the users from accessing a web site—so a returning user starting
a new session is considered as a new user. Such requirement makes traditional
collaborative recommendation techniques inapplicable.

The paper is organized as follows. Section 2 discusses related work, whereas
Section 3 introduces a motivating example that we will use throughout the remainder
of the paper. Section 4 discusses our approach to evaluating object similarity and
Section 5 presents the core of our work, i.e. the recommendation algorithm. Details
about the implementation and tuning of the system are provided in Section 6. Finally,
experimental results are reported in Section 7, and concluding remarks are given in
Section 8.

2 Related work

Recommender systems for multimedia objects broadly fall into two classes.1 Of
course, many hybrid solutions also exist, as illustrated at the end of this section.

In content based f iltering [18], the utility of an item s for a user is estimated
based on the utility assigned by the same user to other items that are similar
to s [1]. This approach is heavily based on information retrieval and information
filtering. The improvement over traditional approaches comes mainly from the use
of user profiles, which contain information about users’ preferences. Profiling can be
realized explicitly (through, for example, questionnaires) or implicitly (i.e., learned
from the users’ behavior over time). In [15], a method based on ontologies is used
for ranking relevancy in the electronic papers domain while, in [9], content based
filtering has been applied to music data using decision trees. A multi- criteria based
system is proposed in [17]. The drawback of these techniques in our context is that
they do not benefit from the great amount of information that could be derived by
analyzing the behavior of other users.

Collaborative f iltering is a good alternative to content based strategies. The main
idea is to associate the current user to a set of other users having, in some way,
similar profiles. In this way, data items are recommended based on the similarity
between users, rather than on the similarity between data items themselves. Wang
et al. [23] presents a probabilistic user-to-item relevance framework which introduces
the concept of relevance and derives three different models: the user based model, the
item based model and the unif ied relevance model. Collaborative filtering has been
also used to build a prototype movie search and browsing engine called MAD6 [16].
In [22], several collaborative algorithms have been fused in a system that also takes
into account metadata as additional knowledge . One of the main drawbacks of this
techniques is the delay in considering a newly introduced data item as a candidate for
recommendation: a new data item will in fact become available for recommendation
only when enough users have seen and rated it. Besides, if a new user is not similar

1Here we do not consider link-based systems mainly used in WEB search engines.
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enough to any of the previous and known users, it will not be possible to make
reliable recommendations.

Content based filtering and collaborative filtering could be profitably combined
to improve the effectiveness of the recommendation process [20]. In [4], the authors
present a unified approach for learning a prediction function that systematically
integrates all available training information, such as past user-item ratings, data item
attributes and users’ attributes. In [3], an recommendation approach for integrating
user rating vectors with an ontology is described. Finally, [10] presents a system
based on collaborative filtering that uses content based information to address the
cold-start problem (giving recommendations to novel users who have no preference
on any items, or recommending items that no user of the community has seen yet).
More recently, a hybrid approach based on content-based and collaborative filtering,
implemented in MoRe, a movie recommendation system, has been described in [11].

3 Motivating example

In this section we present a typical scenario where an effective multimedia recom-
mender system would be desirable. We will refer to this example throughout the rest
of the paper, and we will also describe a prototypal implementation of our system
applied to such scenario.

We consider the case of a virtual museum, i.e. a museum that offers a web-based
access to a multimedia collection of digital reproductions of paintings, educational
videos and text documents. In order to make the user’s experience in the museum
more interesting and stimulating, the access to information should be customized
based on the specific profile of a visitor, which includes learning needs, level of exper-
tise and personal preferences. Fayzullin et al. [7] presents a system that assists visitors
to an archeological site by delivering them highly customized stories about the sub-
jects of paintings and statues across the site. The authors emphasize the importance
of tailoring information to the specific needs of a user in this class of systems.

Let us consider users visiting a virtual museum and suppose that they request, at
the beginning of their tour, some paintings depicting imaginary landscapes. While
observing such paintings, they are attracted, for example, by a Peter Paul Rubens’
painting entitled Landscapes with the ruins on the Palatine Hill in Rome (Fig. 1a). It
would be helpful if the system could learn the preferences of the users, based on these
first interactions, and predict their future needs, by suggesting other paintings (or any

a cb

Fig. 1 Paintings depicting landscapes



Multimed Tools Appl (2010) 50:563–585 567

other multimedia objects) representing the same or related subjects, depicted by the
same or other related authors, or items that have been requested by users with similar
preferences. As an example, a user who is currently observing the Rubens’ painting in
Fig. 1a might be recommended to see a Nicolas Poussin’s painting entitled Landscape
in the Roman Campagna (Fig. 1b), that is quite similar to the current picture in terms
of color and texture, and Italian landscape—Early seventeenth century by William
Van Nieulandt (Fig. 1c), that is not similar in terms of low level features but is similar
in terms of semantic content.

From the user perspective there is the advantage of having a guide suggesting
artifacts which the users might be interested in, whereas, from the system perspective,
there is the undoubted advantage of using the suggestions for pre-fetching and
caching the objects that are more likely to be requested.

4 Object similarity

A key-element in the design of an effective multimedia recommender system is the
definition of similarity metrics to compare multimedia objects, exploiting both low
and high level features. The object comparison strategy we adopt in this work is based
on combining results from low-level multimedia processing and semantic annotations
of objects. Without loss of generality, we will describe such a strategy with respect to
images.

In the literature, content based similarity of images has been well investigated. Im-
ages have been usually characterized through three fundamental low-level features,
namely color, texture and shape [21]. Image processing algorithms can automatically
extract these features and compute the distance between two images as the distance
between their features in the feature space. In the prototypal implementation of
our recommender system, we adopted distance function δF included in the Oracle
Intermedia extension of the Oracle DBMS, which exploits color, texture, shape and
spatial information of images.

As for the high-level features, different solutions have been proposed to automat-
ically map low-level features to semantic concepts and to compare different sets of
annotations using some form of background knowledge, represented for example
through an ontology. Without loss of generality, we will assume that semantic
annotations of objects have been manually generated by human experts based on
taxonomies. A taxonomy T = (N , E) is a hierarchical concept network, where a
node n ∈ N in the hierarchy represents a concept and an edge e ∈ E represents
a parent/child relationship between two concepts. This assumption is perfectly
reasonable in our virtual museum scenario, where we expect that each object in the
collection has been manually classified and tagged by human experts.

We can now formalize the concept of semantic annotation of an object and define
a metric to compare objects based on their annotations.

Definition 1 (Annotation Schema) Given a taxonomy T = (N , E), an Annotation
Schema is a tuple

�T = (A1, . . . , An, B1, . . . , Bm) (1)
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where A1, . . . , An are attributes s.t. ∀i ∈ [1, n] dom(Ai) ⊆ N (i.e. Ai assumes
values corresponding to nodes of T ), and B1, . . . , Bm are attributes s.t. ∀ j ∈
[1, m] dom(B j) � N (i.e. B j does not assume values corresponding to nodes of T )

In other words attributes A1, . . . , An (taxonomic attributes) correspond to con-
cepts that are relevant for the specific domain being modeled. Under particular
circumstances a conceptual data model can be mapped into a taxonomy whose nodes
are the instances of the concepts in the data model [13].

Definition 2 (Semantic Annotation) Given a taxonomy T , an annotation schema
�T and an object O, a Semantic Annotation of O is a tuple

�T (O) = (
vA

1 , . . . , vA
n , vB

1 , . . . , vB
m

)
(2)

where ∀i ∈ [1, n] vA
i ∈ dom(Ai) and ∀ j ∈ [1, m] vB

j ∈ dom(B j).

Now we want to define a metric that evaluates the distance between two objects
in terms of their semantic annotation. We start from the assumption that, given a
taxonomic attribute Ak, the similarity between objects Oi and O j, as discussed in
[14], is inversely proportional to the length of the path between the respective values
of Ak and directly proportional to the depth into the hierarchy of their subsumer.
We can thus define the taxonomic distance as follows.

Definition 3 (Taxonomic Distance) Given a taxonomy T and an annotation schema
�T = (A1, . . . , An, B1, . . . , Bm), the Taxonomic Distance between two objects Oi

and O j is defined as

δT (Oi, O j) = 1 − 1

n
·

n∑

k=1

e−α·l(Ai
k,A j

k) ·
(

1 − e−β·d(Ai
k,A j

k)
)

(3)

where Ai
k and A j

k are the values of attribute Ak for Oi and O j respectively, l
(

Ai
k, A j

k

)

is the path length between Ai
k and A j

k and d
(

Ai
k, A j

k

)
is the depth in the hierarchy

of the subsumer of Ai
k and A j

k; α and β are parameters scaling the contribution of
shortest path length and depth respectively.

We remark that Eq. 3 does not take into account the attributes B1, . . . , Bm for
evaluating the similarity between objects. The values of these attributes are not
represented into the taxonomy, thus it is not possible to establish any relation
between them. In the case of the virtual museum scenario, we assume the availability
of a taxonomy that represents the concepts of painters, pictorial genres and depicted
subjects. Thus, we can assume n = 3, m = 2, and �T = (A1, A2, A3, B1, B2) =
(Author, Genre, Subject, Title, Date).2 Based on the above discussion we can con-
clude that, the closer authors, genres and subjects are, the more similar the paintings
are.

2Ad-hoc metrics could be defined to evaluate the similarity of non-taxonomic attributes. Without
loss of generality, we omit further discussions on this topic.
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The distance metric we adopt in our system is a combination of feature-based and
taxonomic distances, as defined below.

Definition 4 (Distance) The Distance between two objects Oi and O j is defined as:

δ(Oi, O j) = αF · δF (Oi, O j) + αT · δT (Oi, O j) (4)

where αF and αT are two weighting factors.

Note that, in order to ensure the scalability of the system w.r.t. high volumes of
data, different indexing strategies could be adopted; in the current implementation,
we have chosen to index multimedia objects using M-Trees [5] and the distance
metric defined above.

5 Recommendation algorithm

This section presents the core of the proposed multimedia recommender system,
which expands the work presented in [2]. In the following we provide some pre-
liminary definitions, including the definition of Multichannel browser. We then
introduce the concept of usage pattern and illustrate how usage patterns can be used
to generate recommendations.

Definition 5 (Multichannel Browser) Given a set M of media types (image,
video, audio, text), a h-channel Browser Bh is a h-ple (ch1, . . . , chh), where ∀ j ∈
[1, h] ch j ∈ M.

In other words, a multichannel browser is a browser which allows concurrent
browsing of h channels, each assigned to a specific media type.

Definition 6 (Multichannel Object) Given a Multichannel Browser Bh, a h-channel
object Oh is a h-ple (O1, . . . , Oh), such that ∀ j ∈ [1, h] O j is an object of media
type ch j. Let Oh[ j] denote O j,∀ j ∈ [1, h] and let Oh denote the set of all h-channel
objects.

Intuitively, each h-channel object is a snapshot of what is being displayed on a h-
channel browser at a given time. For the sake of brevity, in the following we will refer
to Multichannel objects as m-objects, whereas we will use the term objects to denote
the component objects of a m-object. We will often abuse notation when h = 1 (single
channel), and use O to refer both to an m-object and to its only component object.

The techniques described in Section 4 would enable a browsing system to provide
users with recommendations based solely on the objects that they are currently
watching on the several channels of the multimedia browser. For example, the system
may suggest a user to watch the pictures that are most similar to the picture currently
displayed on the image channel.

In this section we describe how to augment a recommender system by taking into
account past behavior of other users, in accordance with the idea that personalization
is the process of customizing the content and the structure of an application in order
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to provide users with the information they are interested in, without asking for it
explicitly [6].

The intuition behind our approach is that, if we can predict what objects a user is
likely to request next and use such predictions as recommendations, it is very likely
that the user will accept one of the recommendations, rather than jumping to entirely
unrelated objects or starting a new browsing session altogether. Experimental results
have confirmed this intuition.

In the following we propose an algorithm for predicting user behavior based on
the concept of usage patterns, which is defined below.

Definition 7 (Usage Pattern) Given a Multichannel Multimedia Browser Bh, a usage
pattern Ph

i of length k is an ordered sequence of k m-objects visualized by a user in
the same browsing session i:

Ph
i = (

Oh
i1 , Oh

i2 , ..., Oh
ik

)
, with Oh

i j
∈ Oh ∀ j ∈ [1, k] (5)

Let Ph be the set of all the usage patterns of past users of a h-channel browser.
Note that Ph

i [ j] denotes the j-th m-object Oh
i j

in Ph
i and Ph

i [ j][k] denotes the k-th

component object of Ph
i [ j].

We are interested in dynamically classifying the behavior of a new user (e.g. a user
visiting an online virtual museum). We remind the reader that our system does not
require explicit login, so a returning user starting a new session is considered as a new
user.

Our approach to recommendation consists in finding the patterns in Ph that
best match the current usage pattern and making suggestions based on what users
corresponding to those patterns have done in the past. Therefore, we are interested
in the notion of similarity between usage patterns. Several algorithms have been pro-
posed to compare sequences of symbols from a given alphabet � and evaluate their
similarity or their distance.

A well-known algorithm in this field is the Levenshtein algorithm [12], that was
designed to evaluate the distance between two words as the total cost of the basic
operations (insertions, deletions and substitutions) needed to transform a string into
the other. The Levenshtein distance gives a measure of how much two sequences of
symbols differ in terms of alignment, without taking into account the nature of the
symbols themselves: the cost of substituting a symbol a with a symbol b �= a is fixed
and does not depend on the specific nature of a and b . Intuitively, one would expect
that replacing a consonant with a vowel should have a higher cost than replacing
a consonant with another consonant. Similarly the cost of deleting or inserting a
symbol a is fixed and does not depend on the specific nature of a.

Example 1 (Similarity of Usage Patterns) W.r.t. the example in Fig. 2, let us as-
sume that h = 1 (single channel browser) and consider the usage patterns P1 =
(O1, O2, O4, O5) and P2 = (O1, O7, O4, O6). The Levenshtein distance between P1

and P2 is equal to 2. If we consider a generic pattern Px = (O1, Ox, O4, O5), the
Levenshtein distance between P1 and Px is equal to 1, independently of the specific
features of object Ox, whereas we might expect that such distance depends on the
distance between O2 and Ox.
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Fig. 2 An example of usage
patterns

The idea behind our approach is to evaluate the similarity between patterns based
on the similarity between the objects in the patterns. To this aim, we use the similarity
metrics defined in Section 4 and we adopt an indexing strategy to guarantee fast
access to objects and patterns of interest. We remind the reader that our approach
does not rely on any a-priori knowledge of the users, therefore we need to learn
their preferences in real time, as they browse the multimedia collection. The length
of a usage pattern starts at zero and then increases by one unit every time the user
requests a new item from the collection. For this reason, comparing the current usage
pattern with full patterns in the usage log might not be effective. Instead, a measure
of local similarity between patterns can provide better results. In other words, we are
interested in finding those patterns containing subsequences that match the current
pattern in an optimal way and then make suggestions based on them.

Starting from the Levenshtein theory, we have designed an algorithm that evalu-
ates the local similarity between usage patterns, taking into account the features of
the objects in them. Given two usage patterns P1 and P2, the algorithm computes a
matrix � whose (i, j) element represents the maximum local similarity between two
patterns, respectively containing the first i elements of P1 and the first j elements
of P2. The highest value in � is the overall local similarity between P1 and P2 and
corresponds to the best local alignment between those patterns.

Example 2 (Local Similarity of Usage Patterns) W.r.t. the example in Fig. 2, let
us assume that h = 1 (single channel browser) and suppose that the partial usage
pattern of a user who is currently browsing the collection is Pc = (O1, O3, O4). Also,
assume that P1 = (O1, O2, O4, O5) and P2 = (O1, O7, O4, O6) are the patterns in
the log containing the subsequences that optimally match Pc, i.e. local similarity
between Pc and any of P1, P2 is high and above a given threshold. Based on P1

and P2, it is likely that the current user may be interested in either O5 or O6, as
these two objects were requested right after O4 by users with similar local behavior.
Therefore, the system can recommend objects O5 and O6, ranking them on the basis
of how much O2 and O7 are similar to O3.

Definition 8 introduces the functions used to compute the cost of an alignment in
terms of substitutions, insertions and deletions.
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Definition 8 (Cost Functions) Let Ph
1 = (Oh

k1
, ..., Oh

km
) and Ph

2 = (Oh
l1
, ..., Oh

ln
) be

two patterns of length m and n respectively. We define the substitution, insertion
and deletion cost functions as follows:

Sub
(
Ph

1 [i], Ph
2 [ j]) =

∑

c∈[1,h]

τ − χc

(
Oh

ki
[c], Oh

l j
[c]

)

1 − τ
(6)

Ins
(
Ph

2 [ j], Ph
1 [i]

) =
∑

c∈[1,h]

τ − min
{
χc

(
Oh

ki
, Oh

l j

)
, χc

(
Oh

ki+1
, Oh

l j

)}

1 − τ
(7)

Del
(
Ph

1 [i], Ph
2 [ j]) = Ins

(
Ph

1 [i], Ph
2 [ j]) (8)

where χc = 1 − δc is a similarity metric defined on the media type of channel c and
τ ∈ [0, 1] is a threshold.

Sub
(
Ph

1 [i], Ph
2 [ j]) is the cost of replacing the i-th element of Ph

1 with the j-th
element of Ph

2 , and it is computed as the sum of the costs of replacing each component
of a m-object. Note that when the similarity between two corresponding objects in a
given channel is equal to the threshold, the contribution of the channel to the overall
cost is 0; when the similarity is above the threshold, the contribution of the channel is
negative, meaning that it reduces the overall cost, actually rewarding the substitution.
Similarly, Ins

(
Ph

2 [ j], Ph
1 [i]

)
is the cost of inserting the j-th element of Ph

2 after the i-th
element of Ph

1 and Del
(
Ph

1 [i], Ph
2 [ j]) is the cost of deleting the i-th element of Ph

1 ,
j being the position of the element in Ph

2 aligned with Ph
1 [i − 1]. The threshold τ

has been defined as a function of the size of the collection, by posing τ = (lg |Oh| −
0.4)/lg |Oh|. For example, τ = 0.8 when |Oh| = 100 and τ = 0.9 when |Oh| = 10,000.

Figure 3 lists the algorithm used for the evaluation of local user similarity between
patterns. Given an alignment, the algorithm assigns a positive score (negative cost)
to each substitution of an element Oh

ki
of Ph

1 with an element Oh
l j

of Ph
2 that is similar

Fig. 3 Algorithm for evaluating the local user similarity
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to Oh
ki

, with similarity above the threshold τ . Vice versa a negative score is assigned
to each substitution where the similarity is below the threshold. In both cases the
absolute value of the score is proportional to the similarity measure between the two
objects. In a similar way the insertion of an element Oh

l j
of Ph

2 between elements Oh
ki

and Oh
ki+1

of Ph
1 is penalized by an amount that is greater when the new element is

dissimilar from both Oh
ki

and Oh
ki+1

. In the following we define a measure of the sim-
ilarity between m-objects that is latent in the usage patterns, in the sense that usage
patterns capture choices made by users based on the perceived relationship (visual or
semantic) between different objects. To this aim we need to define the following sets:

Ph
γ = {

Ph ∈ Ph | local-similarity
(
Ph, Ph

c

) ≥ γ
}

(9)

Oh
γ = {

Oh ∈ Oh | ∃Ph ∈ Ph
γ , nextPh

(
Ph

c

) = Oh} (10)

Ph
γ is the set3 of all the patterns in the log that are similar to the current pattern

Ph
c within a threshold γ , while Oh

γ is the set of those objects that users corresponding
to the patterns in Ph

γ have seen after the subsequence aligned with Ph
c . Let us now

define the following sets:

Oh
c = Oh

γ ∪ NN(Oh
c , k) (11)

Ph
i = {

Ph ∈ Ph
γ | nextP (Pc) = Oi

}
, ∀Oi ∈ Oh

c (12)

where NN(Oh
c ) selects the k nearest neighbors of the current m-object Oh

c being
visualized by the user. Oh

c is the set of candidate objects for inclusion in the
recommendation list, while Ph

i is the subset of Ph
γ containing those patterns having

Oh
i as the first element following the subsequence aligned to Ph

c .
The threshold γ is needed because we want to base recommendations on patterns

that are highly similar to the current pattern. Moreover, considering only a subset of
Ph reduces the complexity of the algorithm. The threshold γ should be close enough
to 1 in order to get high precision results and it should be higher when the size of the
log increases. We have chosen γ = (|Ph| − 0.2)/|Ph|.

Definition 9 (Implicit Similarity) The Implicit Similarity χP between a m-object Oh
i

and a current usage pattern Ph
c is defined as

χP
(
Oh

i , Ph
c

) =
∑

Ph∈Ph
i

local-similarity
(
Ph, Ph

c

)

maxi

{∑
Ph∈Ph

i
local-similarity

(
Ph, Ph

c

)} (13)

maxi
{∑

Ph∈Ph
i

local-similarity
(
Ph, Ph

c

)}
being a normalization factor.

We can finally define how to build a ranked list of recommendations. The idea is to
weight both the similarity w.r.t. the last requested object and the similarity in terms
of usage patterns. In fact, when a user starts browsing the collection, her current
pattern is too short to make useful recommendations based on usage patterns only.
In this case, it would be useful to take into account the features of the last requested

3We will discuss in Section 6.2 how to build this set.
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object and recommend the objects most similar to it. Let us introduce the following
definition.

Definition 10 (Recommendation grade) Given the current pattern Ph
c and the last

element Oh
c in Ph

c , the recommendation grade ρ of an object Oh
i is defined as:

ρ
(
Oh

i

) = αc · 1

h

∑

c∈[1,h]
χc

(
Oh

i [c], Oh
c [c]

) + αP · χP
(
Oh

i , Ph
c

)
(14)

αc and αP being two weighting factors.

In conclusion, the system will recommend the k m-objects in Oh
c exhibiting the

higher values of ρ.

6 Implementation

In this section we address some fundamental implementation issues. In particular,
we discuss in more details the architecture of our system, how to tune the system by
setting the several parameters we have introduced, and how to make our solution
scalable.

6.1 System architecture

Figure 4 shows at a glance the overall architecture of the system. The front end of the
system—the multichannel browser—is implemented as a web application, therefore
users can access the system through a common web browser. As a user explore the
multimedia collection, the Usage Log records which items she requests and in which
order. At the same time, the Pattern Discovery Subsystem, based on the behavior of
past users and the metrics discussed in the previous sections, tries to classify the user
and predict her future behavior.

As anticipated in the introduction, we do not use explicit login since it typically
discourages the users from accessing a web site, even if the site is regarded as inter-
esting.4 Therefore, the precision of user classification, being exclusively based on her
dynamic behavior during a single browsing session, is quite poor when the user first
starts using the system and then it improves as she continues to explore the collection.

The Recommendation Subsystem, based on the current knowledge of the user and
on the item that she is currently observing, returns a ranked list of suggested items.

Due to the large amount of data involved, we chose to implement a prototype
of our browsing system using ORACLE technologies (Oracle Application Server,
Oracle 10g DBMS, Oracle Intermedia, Oracle Text, PL/SQL Stored Procedures, PSP
Server Pages).

4We use cookies to track sessions, and don’t set an expiration date, so they will be deleted when the
browser session ends. In this way, different users browsing the collection from a shared computer
(e.g., in a public library) will not misinterpreted as the same user.
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Fig. 4 System architecture

With respect to the issue of computing distance metrics, we adopted Oracle
Intermedia to compute feature-based distance between images. Ad-hoc PL/SQL
procedures were created to implement the taxonomic distance, the distance metric,
the local-similarity algorithm and the M-tree indexing strategy.

6.2 System tuning

Several parameters have been introduced along the paper for weighting the contri-
bution of different factors. In this section we discuss the strategy used to select good
values for these parameters.

A signature based distance is usually an attempt to reproduce human behavior
when assessing the similarity or dissimilarity of two visual stimuli. During this process
each perceived feature of the stimulus is implicitly assigned a different weight. We
tried to estimate such weights by means of the following experiment.

We selected about 100 pictorial images and asked a group of about 40 people5 to
judge the similarity—only in terms of visual appearance – between these images on
a 1 to 10 scale. We then determined the values of the factors αcolor, αtexture, αshape, and
αlocation—used to weight the different features analyzed by Oracle Intermedia—that
maximized the correlation between the average values of human judged similarity
and the values of χF = 1 − δF . In conclusion, we obtained αcolor = 0.3, αtexture = 0.2,
αshape = 0.3 and αlocation = 0.3.

In the definition of Taxonomic Distance (Eq. 3), two parameters γ and β are used
to scale the contribution of shortest path length and depth respectively, by tuning

5The people involved in the experiments were mainly students from the University of Naples, Italy.



576 Multimed Tools Appl (2010) 50:563–585

the slope of the two exponential curves. Li et al. [14], who defined an approach for
measuring semantic similarity between words, proposed to evaluate such parameters
by maximizing the correlation with human similarity judgements, as in the very first
experiments by Rubenstein-Goodenough and Miller-Charles. They tested several
similarity metrics on a standard set of word pairs from WordNet. We repeated their
experiments on a set of concept pairs from our taxonomy, obtaining γ = 0.27 and
β = 0.59 (γ and β are not required to sum up to 1).

Equation 4 defines the Distance metric as a weighted sum of δF and δT . In order
to select good values for the weighting parameters αF and αT , we conducted an
experiment similar to the one used for selecting the values of αcolor, αtexture, αshape,
and αlocation. We asked a different group of about 40 people to judge the similarity
between the pairs of pictorial images used in the previous experiment, also taking
into account the semantic description of the paintings (author, genre and subject).
We obtained αF = 0.52 and αT = 0.48.

In the definition of Recommendation Grade (Eq. 14) two parameters, αc and
αP, are used to weight the contribution of features and pattern based similarity in
evaluating the recommendation grade. This weighting scheme has been designed to
assist a user even in the very first steps of her browsing session, when her current
pattern is too short to predict her behavior. For this reason, we set αc and αP such
that αP increases and αc decreases as the length nc of the current pattern Pc increases
(αc = 1/nc, αP = (nc − 1)/nc). When nc = 1, i.e. when the user requests the first item,
αc = 1 and αP = 0, so the recommended items are the k objects having the shortest
distance from the last requested object Oh

c . When nc = 10, i.e. when the current
pattern of the user is quite long, αc = 0.1 and αP = 0.9, so the recommendations are
mainly determined by the analysis of previous patterns.

Two scale issues arise in the proposed system: how to deal with the size of the
multimedia collection and how to deal with the size of usage pattern log.

We have already mentioned that an M-tree index has been adopted in order to
index the objects in the collection, while in Section 5 we have used a k nearest neigh-
bors query in defining the set of candidate objects. In [5], Ciaccia et al. demonstrated
that the M-tree scales well with respect to the size of the indexed data set, and that
the dynamic management algorithms do not deteriorate the quality of the search.
Moreover the updates to the collection are quite rare once the system has bee set up.
In fact, we have experimentally observed that the first scale issue is well addressed.

However, the most challenging scale issue and one of the most critical aspects of
the whole system is the construction of the set Ph

γ defined by Eq. 9.
As discussed in Section 5, the threshold γ is defined as a function of |Ph|. This

guarantees that the size of Ph
γ does not increase with |Ph|, since the threshold

becomes more restrictive. To make our solution scalable with respect to the size of
Ph we need to define an efficient strategy to build the set Ph

γ . There is no doubt
that it is not feasible to compare each element in Ph to Ph

c in order to assess its
inclusion in Ph

γ . The above consideration led us to define an indexing scheme for the
pattern collection too. Since the M-tree is suitable to index a generic metric space,
and a similarity measure has been defined in the pattern space, we have adopted
an M-tree indexing strategy, using δP = 1 − χP for computing the distance between
patterns and partitioning the metric space. The set Ph

γ can be thus determined using
a range query range(Ph

c , 1 − γ ), that selects all the patterns within a distance of
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1 − γ from Ph
c . We can finally conclude that the second scale issue is well addressed

too. It is worth pointing out that, while updates to the object collection are quite
rare, updates to the usage pattern log are very frequent and their number is directly
proportional to the number of users. Although the dynamic management algorithms
do not significantly deteriorate the performance of the system, the large number of
updates to the usage log could be a problem. For this reason the system maintains log
data about current users in a temporary data structure in memory and permanently
stores such data in the log only when the system is idle.

The above discussion fully addresses all the scale issues. However, more com-
putations can be saved by better analyzing the algorithm in Fig. 3, used in Eq. 13
for computing the local similarity between each pattern Ph ∈ Ph

γ and the current
pattern Ph

c . The algorithm computes a (m + 1) × (n + 1) matrix, where m and n are
the lengths of Ph and Ph

c respectively. When a user requests a new item, the length of
the current pattern increases by one unit and a new matrix should be computed for
each Ph ∈ Ph

γ . Since the values in a column only depend on the values in the previous
column, it is not necessary to recompute the whole matrix, while only the last column
needs to be computed.

7 Case study and experimental evaluation

In this section we show how our prototypal system works and report the experiments
we have conducted to evaluate the impact of the proposed system on enhancing
users’ experience in a virtual museum setting.

The collection used in the experiments includes 5,000 paintings encompassing
25 genres (e.g., Cubism, Baroque, Early Renaissance), about 200 authors (e.g.,
Caravaggio, Rubens), and about 80 subjects (e.g., Landscapes, Portraits).

7.1 Virtual gallery

A user who is just starting her tour of the virtual museum can select any of the objects
in the exhibition by means of standard search methods: search by genre, search by
author and subject. As she makes the first request for a painting, the system begins
to assist her visit.

Figure 5a shows an example in which the first item to be selected is a painting
depicting the French Coast. At this time, the suggestions from the system are
exclusively based on the retrieval of the most similar images. If the current picture
is not the first of the browsing session (see Fig. 5b), the system tries to propose both
paintings that are similar to the current image and paintings requested by users with
similar behavior. As a consequence, the recommendation list includes a painting
apparently not related to the only one viewed so far, which was proposed because
it was requested by one or more users with a (locally) similar behavior.

We remark that the user is not required to browse one of the recommended items,
but she can select, at any time, any of the images in the collection. This avoids that
user patterns are exclusively based on the similarity between images.



578 Multimed Tools Appl (2010) 50:563–585

a b

Fig. 5 The web interface of the recommender system

7.2 Experimental results

7.2.1 Browsing ef fectiveness

This first set of experiments aims at comparing the ranking provided by our system
using the proposed recommendation degree with the ranking provided by a human
observer. To this end, we have slightly modified a test proposed by Santini [19], in
order to evaluate the difference between the two rankings (“treatments”) in terms of
hypothesis verification on the entire dataset.

Consider a weighted displacement measure defined as follows. Let Q be a query
on a database of N images that produces n results. There is one ordering (usually
given by one or more human subjects) which is considered as the ground truth,
represented as Rh = {O1, . . . , On}. Every image in the ordering has also associated a
measure of relevance 0 ≤ S(O, Q) ≤ 1 such that (for the ground truth), S(Oi, Q) ≥
S(Oi+1, Q), ∀i.

This is compared with an (experimental) ordering Rs = {Oπ1 , . . . , Oπn}, where
{π1, . . . , πn} is a permutation of 1, . . . , n. The displacement of Oi is defined as
dQ(Oi) = |i − πi|. The relative weighted displacement of Rs is defined as WQ =∑

i S(Oi,Q)dQ(Oi)

�
, where � = 
 n2

2 � is a normalization factor.
Relevance S is obtained from the subjects asking them to divide the results in three

groups: very similar (S(Oi, Q) = 1), quite similar (S(Oi, Q) = 0.5) and dissimilar
(S(Oi, Q) = 0.05).

In our experiments, on the basis of the ground truth provided by human subjects,
treatments provided either by humans or by our system are compared. The goal is to
determine whether the observed differences can indeed be ascribed to the different
treatments or are caused by random variations.

In terms of hypothesis verification, if μi is the average score obtained with the
i-th treatment, a test is performed in order to accept or reject the null hypothesis H0

that all the averages μi are the same (i.e., the differences are due only to random
variations); clearly the alternate hypothesis H1 is that the means are not equal, that is
the experiment actually revealed a difference among treatments. The acceptance of
the H0 hypothesis can be checked with the F ratio.
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Let us assume that there are m treatments and n measurements (experiments)
for each treatment. Let wij be the result of the jth experiment performed with
the ith treatment in place. Let us define μi = 1

n

∑n
j=1 wij the average for treatment

i, μ = 1
m

∑m
i=1 μi = 1

nm

∑m
i=1

∑n
j=1 wij the total average, σ 2

A = n
m−1

∑
i=1 m(μi − μ)2 the

between treatments variance, σ 2
W = 1

m(n−1)

∑
i=1 m

∑
j=1 n(wij − μi)

2 the within treat-
ments variance. Then, the F ratio is :

F = σ 2
A

σ 2
W

(15)

A high value of F means that the between treatments variance is preponderant
with respect to the within treatment variance, that is, that the differences in the
averages are likely to be due to the treatments.

In our experiments we employed 12 subjects selected among undergraduate
students. Ten students, randomly chosen among the 12, were employed to determine
the ground truth ranking and the other two served to provide the treatments to be
compared with our system. Six query images were selected, and for each of them we
run a query returning a result set of ten objects, for a total of 60 objects. Result sets
were randomly ordered to prevent bias and the two students were then asked to rank
images in each set in terms their level of recommendation with respect to the query
object.

Each subject was also asked to divide the ranked objects in three groups: the
first group consisted of images judged very relevant to the query, the second group
consisted of images judged quite relevant to the query, and the third of non relevant
images. The mean and variance of the weighted displacement of the two subjects and
of our system with respect to the ground truth are reported in Table 1.

Then, the F ratio for each pair of distances was computed in order to establish
which differences were significant. As can be noted from Table 2, the F ratio is always
less than 1 and since the critical value F0, regardless of the confidence degree (the
probability of rejecting the right hypothesis), is greater then 1, the null hypothesis
can be statistically accepted.

7.2.2 User satisfaction

In order to evaluate the impact of the system on the users we have conducted the
following experiments.

First, we have asked a first group of about 25 people to use the system for some
days, in order to collect a significant amount of usage patterns (several hundreds).

Then we asked a different group of about 50 people to browse a collection of im-
ages and complete several browsing tasks (20 tasks per user) of different complexity
(five tasks for each complexity level), using the well-known image database system
Picasa (taxonomies are implemented as albums, folders and descriptions). After this

Table 1 Mean (μi) and variance (σ 2
i ) of the weighted displacement for the three treatments (two

human subjects and system)

Human 1 Human 2 Recomm. grade ρ(Q)

μi 0.0451 0.0373 0.0279
σ 2

i 8.145e−4 8.928e−4 8.970e−4
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Table 2 The F ratio measured
for pairs of distances (human
vs. human and human vs.
system)

F Human 1 Human 2 ρ(Q)

ρ(Q) 0.472 0.799 0
Human 2 0.0896 0
Human 1 0

test, we asked them to browse once again the same collection with the assistance of
our recommender system and complete other 20 tasks of the same complexity. We
have subdivided browsing tasks in the following four broad categories:

1. Low Complexity tasks (Q1)—e.g. “explore at least 10 paintings of Baroque style
authored by Caravaggio and depicting a religious subject”;

2. Medium Complexity tasks (Q2)—e.g. “explore at least 20 paintings of Baroque
authors that have nature as their subject”;

3. High Complexity tasks (Q3)—e.g. “explore at least 30 paintings of Baroque
authors with subject nature and with a predominance of red color”;

4. Very High Complexity tasks (Q4)—e.g. “explore at least 50 paintings of Baroque
authors with a predominance of red color”.

Note that the complexity of a task depends on several factors: the number of
objects to explore, the type of desired features (either low or high-level), and the
number of constraints (genre, author, subject). Two strategies were used to evaluate
the results of this experiment: empirical measurements of access complexity in terms
of mouse clicks and time, and TLX (NASA Task Load Index factors) [8].

With respect to the first strategy, we measured the following parameters:

– Access Time (ta). The average time spent by the users to request and access all
the objects for a given class of tasks;

– Number of Clicks (nc). The average number of clicks necessary to collect all the
requested objects for a given class of tasks.

Table 3 reports the average values of ta and nc, for both Picasa and our system, for
each of the four task complexity levels defined earlier.

In the second experiment, we asked the users to express their opinion about
the capability of Picasa and our system respectively to provide an effective user
experience in completing the assigned browsing tasks. To this end, we used the
TLX evaluation form, which allows to assess the workload on operators of various
human–machine systems. Specifically, TLX is a multi-dimensional rating procedure
that provides an overall workload score based on a weighted average of ratings on six

Table 3 Comparison between
our system and Picasa in terms
of ta and nc

Task class Search engine ta (sec.) nc

Q1 Picasa 60.2 15
Q1 Our System 53.8 13.2
Q2 Picasa 104.3 26.8
Q2 Our System 62.5 21.3
Q3 Picasa 219.8 57.1
Q3 Our System 155.1 39.2
Q4 Picasa 402.6 104.2
Q4 Our Systems 240.3 60.7
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Table 4 Comparison between
our system and Picasa in terms
of TLX factors

TLX Factor Our system Picasa

Effort 43.9 51.5
Mental demand 45.7 48.2
Physical demand 40.2 44.7
Temporal demand 49.4 62.3
Frustration 52.6 69.1
Own performance 31.2 39.8

sub-scales: mental demand, physical demand, temporal demand, own performance,
effort and frustration (lower TLX scores are better). In other words, this experiment
was aimed at measuring how difficult is for a user to use either our system or Picasa to
complete a browsing task. We obtained the average result scores reported in Table 4,
which show that our system outperforms Picasa in every sub-scale.

It is evident that the two aspects where our system beats Picasa by the largest
margin are temporal demand and frustration. This result implies that our system
allows to complete browsing tasks faster and provides a better (less frustrating) user
experience. In addition, the fact that browsing tasks can be completed faster using
our system is an indication that recommendations are effective, as they allow a user
to explore interesting and related objects one after another, without the interference
of undesired items that would necessarily slow down the process.

8 Conclusions and future directions

In this paper we presented a novel approach to the design of recommender systems
in the context of multimedia browsing. Our approach is based on combining the
information that is latent in usage logs with the features—both low-level and
semantic descriptors—of the objects in a multimedia repository. We leveraged
the work presented in [2]—which was primarily focused on image databases—and
augmented its theoretic foundations in order to deal with more complex scenarios.
We introduced the concepts of Multichannel Browser and Multichannel Object to
model a user concurrently browsing multiple types of objects (e.g., an image and
a text document displayed side by side to form a single “Multichannel Object”).
In such a scenario, we want to enable a recommender to provide a “complex”
recommendation (e.g., the image and the text document to be displayed next).

We conducted extensive experiments on a prototypal implementation of the
proposed system, and the results are extremely promising and encourage further
research in this direction. In particular, we compared our system with Picasa, and
showed that it outperforms Picasa in terms of effectiveness and usability by a
significant margin.

In conclusion, although the results of our work are extremely satisfying, there is
still huge room for improvement. First, the assumption of not relying on explicit
login—which makes the system more general—could be relaxed in order to allow
profiling of both authenticated and anonymous users. This would have the un-
doubted benefit of improving the quality of recommendations for users who decide
to use the system to its fullest potential. Second, the way usage patterns are collected
and analyzed only allows to discover positive links between objects, i.e. the fact that
users selected certain objects—possibly among those suggested—as the successors of
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other objects. However, more precise information about users’ preferences could be
acquired by tracking and analyzing all the recommendations that were made to a user
and then ignored by that user: the fact that a recommendation is ignored indicates
that the user does not consider the suggested object related to the current object. We
plan to address these and other issues in the near future.
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